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1.  Introduction 

In support of a timely change in planning and replanning caused by disruption of flow and/or 
loss of infrastructure, condition monitoring and event triggering play an important role to 
improve the efficiency and quicken the response of the logistic pipeline. Most of the events 
in decision support system are complex and temporal in nature (e.g., event A and event B 
occur during the past week). Further, human cognitive and expressive processes tend to use 
high-level, fuzzy concepts. For example, consider the following two rules: Rl: If the weather 
is bad, then notify the commanders in the nearby affected regions. In this rule, weather 
and bad are conceptual terms, nearby is an approximate operator. R2: If the number of 
departures of large cargo carrier (e.g., C-5, C-14) becomes significantly low in the past seven 
days, notify the Air Mobility Command. In this rule, the large cargo carrier is a conceptual 
term, significantly low is an approximate term, and past seven days is a temporal event. 

Event Condition Action (ECA) rules are commonly used as a trigger mechanism in ac- 
tive databases[WC95]. Current conventional database triggering systems, e.g., Oracle and 
Sybase, can only support triggering based on low-level events such as insert, update, delete, 
etc., and therefore is not adequate for sophiscated applications. Although there are proto- 
types based on object-oriented databases (e.g. Hi-Pac[Cea89], Sentinel[CAMM94]) available 
which can support composite events, they cannot support ECA rules with conceptual and 
approximate terms. Further, these systems cannot interface with triggering systems in the 
commonly-used relational databases. To remedy these shortcomings, we developed a coop- 
erative active sentinel system that can support high-level ECA rules with conceptual and 
approximate terms. 

Our cooperative active sentinel system consists of a rule parser, a relaxation engine, an 
event manager, rule manager, action manager, and data source interface. The rule parser 
parses high-level rules and expresses in an unified internal representation - the RuleRep; The 
relaxation engine transforms the conceptual and approximate terms to low-level rules based 
on domain knowledge for triggering. The event manager monitors and detects composite and 
temporal events. The rule manager executes rules, reschedules and terminates rule execution, 
and displays rule execution traces. The action manager transforms the approximate terms 
into low-level conditions and invokes actions specified in the rules. High-level concepts are 
user type and application context sensitive. A knowledge base will be developed to classify 
conceptual terms based on application context and user types. The translation of the high- 
level concepts and approximate terms are leveraged on the proven and matured CoBase 
relaxation technology[CYC+96a, CYC+94, CC94, MC93]. 

The cooperative sentinel system must have a rich interface to interconnect and access in- 
formation from different types of data sources, e.g., relational and object-oriented databases, 
legacy databases, web databases and voice inputs. It should be able to operate directly on top 
of conventional DBMS as well as interface with the WWW servers and CORBA interfaces. 
Future research in these areas are needed. 

2.    Cooperative ECA Rules 

To improve the expressibility of ECA rules and the flexibility in specifying rule conditions, 
the rules used in cooperative sentinel allows conceptual terms and/or cooperative operators 



Figure 1: A TAH for Airports in Los Angeles Area, 

(e.g., similar-to, near-to, or approximate) as shown in the following: 

2.1.    Rules with Conceptual Terms 

Consider the following rule: 

Rl: If wind-speed > 40 mph and wave-height > 5 ft, 
then notify commanders. 

Rl is a precise rule which uses exact values to represent the triggering condition. Thus, the 
rule designers need to have detailed knowledge to specify the weather condition and notify the 
commanders. Further, wind speed is not a precise concept. To remedy these shortcomings, 
we propose to enhance rule expressibility by allowing conceptual terms in rules. As a result, 
Rl can be rewritten into: 

Rl': If the weather is bad, 
then notify commanders. 

In this rule, "bad weather" is a conceptual term. Based on application context and domain 
knowledge, "fcad" weather can be transformed into a range condition (e.g., wind-speed > 40 
mph and wave-height > 5 ft). The domain knowledge can be represented in a tree structured 
knowledge representation [CC94] called Type Abstraction Hierarchies (TAHs), which can be 
automatically generated from databases by our knowledge discovery tools [CCHY96, MC93]. 

Using high-level active rules also reduces the number of rules in the system. The co- 
operative sentinel facility can derive specific low-level rules from high-level rules via the 
corresponding TAHs. For example, based on the TAH about Los Angeles Area Airports 

(Figure 1), the following rule: 

R2: Notify the user if a flight from Los Angeles Area to New York is inserted into database. 

can be rewritten into the following set of specific rules: 

R21: Notify the user if a flight from LAX to New York is inserted into database. 

R22: Notify the user if a flight from Burbank to New York is inserted into database. 

Ä23: Notify the user if a flight from Long Beach to New York is inserted into database. 

Likewise, based on the TAHs corresponding to the user type and context, a set of ECA rules 
can be generalized into high-level rules. 



2.2.   Rules with Cooperative Operators 

To enhance the rule expressive power, we introduce cooperative operators such as approxi- 
mate, similar-to, and near-to to specify the rule conditions. For example: 

jR3: If the weather turns bad, 
then notify all units in that region. 

can be rewritten into R3' if cooperative operators are used: 

A3': If the weather turns bad, notify all units in and near-to that region. 

Consider the following rule extracted from one of the scenarios in the ALP story board: 

7?4: If the aircraft has a fuel contamination problem and the aircraft type is similar to a 
'C-5' based on its fuel type and fueling method, 
then notify the commanders. 

Note in R4 the term 'similar to' is a cooperative operator which covers a class of rules for 
different types of aircrafts that has similar contamination problems as C5 based on the fuel 
types and fueling method. Thus, it greatly increases the express power of the rule. 

To process this rule, the relaxation engine translates the 'similar to' operator based on 
R4 to a set of exact conditions (e.g., fueling by similar design trucks from the same company 
instead of fuel hydrant on the airlift parking ramp). This information can be obtained from 
the Maintenance Database. If fuel contamination events occur, then the rule will initiate 
the search in the Maintenance Database and locate all aircrafts that have similar fueling 
methods to check for fuel filter problem. 

2.3     Rules with Complex Events 

The following rule is extracted from a scenario from the ALP story board: 

Ä5: If departure rate of C-5 and C-141 within the past 7 days is significantly low 
and 
if fuel system problem rate of these aircrafts type is extremely high within the past 7 
days 
then report the aircraft type, problem, and data of occurrences to the commanders. 

R5 involves two simple events, 'departure rate' and 'fuel system problem' that occur for the 
same type of aircraft at the same seven day period. Date and aircraft are the two parameters 
binding these two simple events together to form the complex temporal event. The terms 
significant low and extremely high used in the rules are conceptual terms which are often 
expressed by humans. These terms need to be translated into exact values or value range via 
domain knowledge which can be represented by a TAH as shown in Figure 2 (e.g., departure 
rate < 3/day, fuel problem > 5/day) for triggering. These conceptual terms are context and 
user sensitive. The relax engine transforms the cooperative ECA rules into a low-level ECA 
rule with exact trigger condition. The event manager will detect the occurrence of complex 
events and check if the condition has reached the threshold condition for initiating action. 

The departure rate event may be monitored by the aircraft departure table in the Mission 
Database. The fuel system problem may be monitored by the Maintenance Database. The 
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Figure 2: A TAH for Daily Aircraft Departure Rate. 
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Figure 3: Cooperative Sentinel (CoSent) Architecture. The dashed line depicts installation 
flow, and the solid line depicts execution flow. 

seven-day information can be summarized by simple database operations. Whenever the 
event manager detects the occurrence of this event, the rule manager will signal the event 
manager to query the Mission and Maintenance Databases to examine if the past seven days 
activities meet the specified rule conditions. 

3.      Cooperative Active Sentinel (CoSent) 

3.1.     Cooperative Sentinel Architecture 
The Cooperative Sentinel (CoSent) consists of Rule Parser, Relaxation Engine, Rule Man- 
ager, Event Manager, Action Manager and underlying sentinels. 

1. The Rule Parser takes a cooperative active rule and generates an internal uniform 
representation of the rule, RuleRep, which contains the cooperative operators. 



2. The Relaxation Engine takes the RuleRep generated by the Rule Parser, translates the 
cooperative operators in the RuleRep into a set of exact conditions, and generates a 
new RuleRep without cooperative operator (all cooperative operators are translated). 
The Relaxation Engine also controls rule relaxation. 

3. The Rule Manager is responsible for the storage, scheduling, termination management, 
decomposition and installation of the rules. All cooperative active rules are stored in 
the Rule Base. The event part is installed into the Event Manager and the action part 
is installed into the Action Manager. 

4. The Event Manager consists of a Complex Event Composer and an Event Queue. The 
Complex Event Composer maintains a set of event trees, each of which represents a 
distinct complex event. The Event Queue buffers the incoming simple sentinel events 
and sequentially informs the Complex Event Composer of the occurrence of the simple 
events. Given a complex event from the Rule Manager, the Complex Event Composer 
constructs an event tree which captures the semantics of the complex event. When 
simple sentinel events happen, the Complex Event Composer processes them according 
to the event trees, evaluates the conditions if necessary, and informs the Rule Manager 
of the occurrence of the complex events. 

5. The Action Manager is responsible for storage and dispatching of the rule actions. 
The Action Manager also consults database and/or relaxation system when the action 
requires database access or for cooperative query answering [CYC+96a]. 

6. The Sentinel in this architecture can be any triggering system that provides basic event 
notification functionality. No complex event processing is assumed. 

A prototype has been constructed at UCLA to demonstrate the cooperative sentinel 
capabilities. 

3.2.     Information Flow in CoSent 

There are two types of information flow in CoSent: rule installation and rule execution. Let 
us use (R5) as an example to illustrate the installation and execution information flow. In 
the installation phase, the system analyzes and decomposes all the cooperative ECA rules 
and installs the rule information in the Event Manager and the Action Manager. When 
a database event occurs, CoSent goes through the execution phase to propagate the event 
through the system and determines whether any rule in the Rule Base can be triggered. 
In the following description, step (1) through (6) describe the installation phase; step (7) 
through (12) represent the execution phase. These steps are also shown in Figure 3. 

Installation Phase Information Flow 

(1) High-level active rule, such as (R5), is input to the CoSent. 

(2) The Rule Parser parses the high-level rule and generates an internal rule representa- 
tion (RuleRep) for communication among modules. RuleRep of (R5) can be further 
decomposed into EventRep (E5), ConditionRep (C5) and ActionRep (A5). EventRep 
is the event part of the rule, e.g., in (E5) is an AND-event consists of two simple events, 



insertion into aircraft departure table in the Mission Database (E5.1) 
and 
insertion into aircraft problem table in the Maintenance Database     (E5.2) 

ConditionRep represents the condition part of the rule, e.g., (C5) contains 

the departure rate of C-5 and C-141 within the past 7 days is significantly 

low (C5A) 
and 
the fuel system problem rate of these aircraft types is extremely high within 
the past 7 days. (C5.2) 

Finally, the ActionRep represents user defined action, e.g., (A5) is 

report the aircraft type, problem, and the date of occurrence to the com- 
manders. (-A-5) 

Note significantly low and extremely high are conceptual terms and are commonly used 
in human expression to specify the trigger conditions. 

(3) The Relaxation Engine translates the cooperative operators into a set of precise condi- 
tions, for example, after consulting TAHs, the condition parts, (C5.1) and (C5.2), are 
translated into (C5.1') and (C5.2') as follows, 

the departure rate of C-5 and C-141 within the past 7 days is less than 
1/day (C5.1') 
and 
the fuel system problem rate of these aircraft types is greater than 5/day 
within the past 7 day (C5.2') 

which does not have any cooperative operators. 

(4) The Rule Manager installs action part, e.g., (A5), of the active rule into the Action 
Manager» 

(5) The Rule Manager installs event and condition parts of the active rule into the Complex 
Event Composer in the Event Manager. The Complex Event Manager constructs an 
event tree for each distinct complex event. Based on the complex event type, the input 
from its children nodes, and associated condition, each event node can determine the 
occurrence of the its corresponding complex event. For example, when the Complex 
Event Composer receives (E5) and (C5'), it constructs an AND-event tree with leaf 
nodes representing (E5.1), (C5.1') and (E5.2), (C5.2'). 

(6) The Event Manager installs the simple database triggers into the triggering system. 
For example, (E5.1) is installed as a database trigger (T5.1) and (E5.2) is installed as 
a database trigger (T5.2). 

Execution Phase Information Flow 



(7) When a sentinel event occurs, the database trigger, e.g., (T5.1) or (T5.2) sends an 
event notification to the Event Queue in the Event Manager. 

(8) The Event Queue notifies the Complex Event Composer the occurrence of a Sentinel 
event. Event Manager propagates the event notification through all the event trees up 
towards their roots. 

(9) If a root of any event tree is reached, that is all corresponding conditions are satisfied, 
then an event notification message with the corresponding parameter binding will be 
sent to the Rule Manager. For example, suppose (E5.1) had occurred and (C5.T) was 
satisfied, now (E5.2) occurs, after the condition (C5.2') is evaluated to true, then the 
complex event (E5) together with the parameter binding, aircraft type and date of 
occurrence are sent to the Rule Manager. 

(10) The Rule Manager schedules the execution order of the set of rules that are triggered 
by this event and send the parameter binding to the Action Manager. In our example, 
only one rule, (R5), is triggered, the parameter bindings, aircraft type and problem 
type are sent to the Action Manager along with the rule identification. 

(11) If the rule action needs further information, the Action Manager queries the database 
for necessary information. In our example, no extra information is needed. 

(12) The Action Manager invokes the user defined procedure. For example, the procedure 
(A5) is executed with the corresponding parameter binding and notify commander of 
the aircraft type, problem, and date of occurrence. 

3.3.    Technical Issues 

The rule scheduling, termination, event history management and rule relaxation and control 
are some of the technical issues need to be addressed. 

1. Rule Scheduling: A database event may cause the firing of multiple rules. Therefore 
the rule language needs to support rule firing order information (e.g. priority). 

2. Rule Termination: The firing of one rule can often cause the firing of other rules. Such 
nested rule execution leads to the rule termination problem. One possible way to solve 
this problem is prohibition of database updates in the action part. Static circular rule 
trigger detection provides a simple but still restrictive mechanism to avoid the possible 
rule non-termination behavior. Although dynamic rule activation mechanisms are more 
powerful, they are usually much more difficult to implement and control. 

3. Event History Management: Since database events are usually time sensitive, an event 
happened a long time ago may not be relevant in the current transaction, the rule 
language needs to support an event history flushing mechanism. This way, chronic 
events can be flushed out of the event history so that they will not affect the current 
transaction. 



4. Rule Relaxation and Control: Similar to query relaxation, rule relaxation process also 
uses the TAHs from database when relaxing condition part of an cooperative active rule. 
The relaxation process is only done when user explicitly indicates this rule is relaxable 
(parser needs to recognize such indication). In this way, we only relax those rules wh^.h 
are specified relaxable by users and hence avoid the unexpected consequences resulted 
from excessive rule relaxation. 

4.      Conclusion 
The cooperative sentinel can support temporal composite events, ECA rules with conceptual 
terms, and approximate operators. The system can operate on top of conventional database 
systems. Therefore, our system provides revolutionary technological advances in sentinel 
technology to meet the real-time information systems. 
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